**Upon startup of Linux database get ORA-27102: out of memory Linux-X86\_64 Error: 28: No space left on device (Doc ID 301830.1)**
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**Applies to:**

Oracle Database - Enterprise Edition - Version 9.2.0.1 and later  
 Linux x86-64  
 \*\*\*Checked for relevance on 03-Jan-2013\*\*\*

**Symptoms**

When trying to increase the SGA to approach half available RAM with an Oracle 64-bit version on a Linux 64-bit operating system, even though SHMMAX is set to match half the amount of RAM, you get the following error when trying to start the instance:

SQL> startup nomount  
 ORA-27102: out of memory  
 Linux-x86\_64 Error: 28: No space left on device

**Ask Questions, Get Help, And Share Your Experiences With This Article**

**Would you like to explore this topic further with other Oracle Customers, Oracle Employees, and Industry Experts?**[**Click here to join the discussion where you can ask questions, get help from others, and share your experiences with this specific article**](https://community.oracle.com/message/11853942#11853942)**.  
 Discover discussions about other articles and helpful subjects by clicking** [**here**](https://community.oracle.com/community/support/oracle_database/database_install_upgrade_opatch) **to access the main** *My Oracle Support Community* page for Database Install/Upgrade.

**Changes**

**shmall** is too small, most likely is set to the default setting of 2097152

$ cat /proc/sys/kernel/shmall  
 2097152

**Cause**

SHMALL is the total amount of shared memory, in pages, that the system can use at one time.

**Solution**

Set SHMALL equal to the sum of all the SGAs on the system, divided by the page size.

The page size can be determined using the following command:

$ getconf PAGE\_SIZE  
 4096

For example, if the sum of all the SGAs on the system is 16Gb and the result of  '$ getconf PAGE\_SIZE' is 4096 (4Kb) then set shmall to 4194304 pages

As the root user set the SHMALL to 4194304 in the /etc/sysctl.conf file:

kernel.shmall = 4194304

then run the following command:

$ sysctl -p  
 $ cat /proc/sys/kernel/shmall  
 4194304

**NOTE:  
 The above command loads the new value and a reboot is not necessary.**

Switch back to the oracle user and retry the startup command.

Modifying /etc/sysctl.conf is a permanent workaround (applies at boot time). If for some reason you DO NOT want to change the system wide configuration, you can do it on the fly by directly changing the kernel pseudo FS AKA procfs.

e.g. echo "4194304" > /proc/sys/kernel/shmall

Using HUGEPAGES does not alter the calculation for configuring shmall.

**The window below is a live discussion of this article (not a screenshot).  We encourage you to join the discussion by clicking the "Reply" link below for the entry you would like to provide feedback on.  If you have questions or implementation issues with the information in the article above, please share that below.**